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[bookmark: _GoBack]Abstract: This contribution proposes evaluation and conclusion of KI#1.
1 Introduction
There are 5 solutions to the KI#1, including Sol#1, 2, 4, 7 and 8. 
[bookmark: _Hlk165044463]In general, per the proposed solution, there can be several aspects for evaluation: 
· Issue 1: How to decide the maximum number of hops.
· Issue 2: How to count the hops and control based on the maximum number of hops.
· Issue 3: How to perform multi-hop discovery and whether to support path selection.
· Issue 4: How to avoid loops. 
· Issue 5: How to perform link management.
· Issue 6: How to perform IP assignment for Layer-3 Multi-hop UE-to-Network/UE-to-UE Relay. 
· Issue 7: How to handle End-to-End QoS.

Issue 1: How to decide the maximum number of hops. 
The maximum transmitted number of hops of all the broadcast message used for multi-hop UE-to-Network and UE-to-UE Relay shall be restricted. The broadcast messages may include Solicitation for discovery with Model B, Announcement for discovery with Model A, etc.
Alternative 1) the maximum number of hops is decided based on RSC. As all the Intermediate Relays or the UE-to-UE Relays could be configured to reach a consensus, there is no need to include a “hop-limit” IE in the broadcasted messages.
Alternative 2) the maximum number of hops is decided based on the QoS requirement of specific service. The control of hop-limit could be more flexible when there are multiple services associated with the same RSC have different QoS requirement. A “hop-limit” IE is required to be included in the broadcasted messages. The “hop-limit” IE could be a const or TTL.
Alternative 3) the maximum number of hops may be decided based on both RSC and QoS requirement. As combination of Alternative 1) and 2), the Relay may decide the hop-limit based on RSC when there is no “hop-limit” IE included in the received message.
Alternative 3) is suggested as way forward.
Issue 2: How to count the hops and control based on the maximum number of hops.
Alternative 1) Intuitively, a “hop-count” IE which is updated hop-by-hop could be included in the (broadcast) messages, as described in Sol#1, Sol#2. 
Alternative 2) Considering Issue#2, when a list of User Info ID of Relays is included in the message, there is no need to include an additional “hop-count” IE as the number of hops is the number of User Info ID in the list. To check if the number of hops has reached the hop-limit, either to compare the number of hops and maximum number of hops or to check if TTL is 0.
Alternative 2) could save some resource when sending the broadcast messages.
Besides, for MANET-based discovery procedures as proposed in Sol#4, it may require coordination with MANET protocols to control the hops of PC5 links.
Issue 3: How to perform multi-hop discovery and whether to support path selection.
Alternative 1) The Layer-3 Remote UE may not care about the path to the UE-to-Network Relay. Sol#1 uses Root Relay Info for path selection. The Intermediate Relay should route the data from Remote UE to UE-to-Network Relay based on the IP info of Remote UE and RSC, which requires enhancement on UE.
Alternative 2) Info of specific paths for PC5 links may be required. Sol#2 and Sol#7 utilize the (ordered) list of User Info ID of Relays in the path for the path selection.
Besides, Sol#1 and Sol#2 propose that an (accumulated) QoS IE may be included in the discovery message to facilitate the selection of path during discovery procedure.
For Sol#1 and Sol#4, the details on how to perform uplink routing is unclear in the current TR and may need further investigation.
Issue 4: How to avoid loops. 
Alternative 1) This issue could be simply solved by the control of hops as described in Sol#1, i.e. the broadcast messages are forwarded until reaching the hop-limit. The drawback is that one intermediate relay or U2U relay may transfer the message some times.
Alternative 2) A possible better way is to avoid loop. Considering Issue#2 and Issue#3, when a list of User Info ID of Relays is included in the message, the Intermediate Relays or UE-to-UE Relays could drop the broadcast message if their own User Info ID is already included in the received message, which means that they have forwarded the message previously. Sol#2, Sol#7 use this alternative.
Issue 5: How to perform link management.
The solutions for this issue could be divided into two kinds: 
Alternative 1) the Remote UE does not select specific path so that the link management is performed hop-by-hop, i.e. each Relay selects and performs link management with the next hop.
Alternative 2) the Remote UE selects path and includes the End-to-End path info (e.g. an ordered list User Info ID) in the DCR/LMR messages. Each Relay performs link management with the next hop according to the path info. Selecting a specific path could avoid broadcasting DCR message between UE-to-UE Relays, otherwise some enhancement like Layer-2 ID mapping may be required, which will also affect the R18 conclusion.
Sol#1 uses the Alternative 1), with some enhancement of LMR message. Sol#2, and Sol#7 use the Alternative 2).
For Sol#1, whether and how does the Intermediate Relay associate the established PC5 link and the Root UE-to-Network Relay may need further clarification. 
Issue 6: How to perform IP assignment and routing for Layer-3 Multi-hop UE-to-Network/UE-to-UE Relay. 
Alternative 1) The UE-to-Network Relay allocates IP address/prefix for Remote UE. 
E.g., the Intermediate Relay may act as DHCP Proxy and IP router. The Intermediate Relay may forward the data based on IP address of Remote UE (known from link management procedure) to/from UE-to-Network Relay. To achieve this alternative, the DCA/LMA message may need enhancement to include the IP allocation info from UE-to-Network Relay.
Alternative 2) The UE-to-Network Relay establish IP tunnel with the Remote UE. 
To achieve this alternative, additional procedure for establishing IP tunnel between Remote UE and UE-to-Network Relay may be required.
Sol#1, Sol#2, Sol#7 uses the Alternative 1). Sol#8 uses the Alternative 2).
Issue 7: How to handle End-to-End QoS.
Alternative 1) The QoS of remaining hops is provided to the adjacent hop. Each intermediate Relay splits the received QoS into QoS with adjacent (last) hop and QoS of remaining hops. For network initiated QoS flows, the U2N Relay decides Uu QoS and End-to-End PC5 QoS and sends the PC5 QoS to the next hop Intermediate Relay. For UE initiated QoS flows, the U2N Relay decides Uu QoS and PC5 QoS based on the QoS received from Intermediate Relay. Accepted QoS is included in the DCA/LMA message.
Alternative 2) End-to-End QoS and the next hop QoS parameters are provided to the adjacent hop. For network initiated QoS flows, the UE-to-Network Relay decides the End-to-End PC5 QoS parameters. The UE-to-Network or Intermediate Relay decides the next hop PC5 QoS parameters, based on the end-to-end PC5 QoS parameters, hop adjustment factor and hop info. For UE initiated QoS flows, the Remote UE provides the End-to-end QoS requirements to the UE-to-Network Relay. The UE-to-Network Relay provides the 5QI for the Uu QoS control and the PQI for end-to-end PC5 QoS control. The UE-to-Network Relay and Intermediate Relay decides the next hop PC5 QoS parameters.
Alternative 3) For network initiated QoS flows, UE-to-Network Relay indicates the determined PC5 QoS to the Intermediate Relay. Intermediate Relay calculates the per hop QoS with the next hop based on E2E QoS and the received calculated per-hop QoS(s) of Intermediate Relays at the earlier hops. For UE initiated QoS flows, the Remote UE provides the End-to-end QoS requirements to the UE-to-Network Relay. The U2N Relay may consider the requested PC5 QoS info from the Remote UE and cumulative QoS info from Intermediate Relays when determining the PC5 QoS. Same PQI might be applied to all the PC5 links. The Intermediate Relay at each hop may determine and include the per-hop QoS or cumulative QoS in DCR/LMR message.
Sol#7 uses Alternative 1), Sol#1 uses Alternative 2). Sol#2 uses Alternative 3).
Alternative 1) only sends the remaining QoS at each hop, Alternative 2) sends E2E QoS and next-hop-QoS at each hop, Alternative 3) sends E2E QoS and calculated per-hop QoS. Alternative 1) has the least signalling overhead.

To sum up, in order to achieve better consistency between the UE-to-Network and UE-to-UE solutions, it is suggested that: Alternative 3) of Issue 1, Alternative 2) of Issue 2, Alternative 2) of Issue 3, Alternative 2) of Issue 4, Alternative 2) of Issue 5, Alternative 1) of Issue 6, Alternative 1) of Issue 7 can be considered as way forward.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-03.

* * * * Next change * * * * (all new text)
[bookmark: _Toc500949097][bookmark: _Toc92875660][bookmark: _Toc93070684][bookmark: _Toc97036718][bookmark: _Toc519004414]7.X	Key Issue #1: Support of multi-hop UE-to-Network Relays
For Key Issue #1: “Support of multi-hop UE-to-Network Relays”, based on Table 6.0-1, the solutions can be summarized and evaluated as the following:
-	Sol#1 proposes to utilize the User Info of UE-to-Network Relay as Root Relay Info for multi-hop routing between Remote UE and UE-to-Network Relay. For discovery with Model B, the Intermediate Relay may respond to the Remote UE/ Intermediate Relay if it has already discovered a matching UE-to-Network Relay. When the Intermediate Relay forwards the Solicitation message, it modifies the Discoverer Info as itself. For discovery with Model A, when the Intermediate Relay forwards the Announcement message, it modifies the Announcer Info as itself. The Relay Discovery Additional Information message is supported with enhancement that the Intermediate Relay may include its own NCGI in the message when the Intermediate Relay is also in-coverage.
- Configuration/Decision of hop-limit: per RSC, provisioned to all the UEs.
- Controlling hops of messages: “hop count” IE. The “hop-limit” IE is not included in the messages.
- Routing Info for discovery and link management procedure: the User Info ID of root UE-to-Network Relay.
- IP Routing: The Intermediate UE-to-Network Relay builds its local IP routing table (per RSC) based on the Remote UE info from the link modification procedures.
- Avoiding loop: The Intermediate Relay forwards the message unless the hop count has reached the hop-limit. The Intermediate Relay may not avoid loop before it has already discovered an UE-to-Network Relay, as the Discoverer Info is modified to the User Info ID of Intermediate Relay. But it will not cause broadcast storm as the hop-limit is provisioned to Intermediate Relay.
- Link management: Each of the Intermediate UE-to-Network Relay needs to establish a Layer-2 Link with its parent Intermediate UE-to-Network Relay or the 5G ProSe UE-to-Network Relay, before it can serve the 5G ProSe Remote UE.
- IP address/prefix management for Layer-3 UE-to-Network Relay: UE-to-Network Relay allocates IP address. Intermediate Relays act as DHCP proxy. Intermediate Relay builds IP routing table based on Remote UE info.
- QoS handling: For network initiated QoS flows, UE-to-Network Relay decides end-to-end PC5 QoS and the next hop PC5 QoS parameters, based on the end-to-end QoS parameters/requirements, hop adjustment factor and hop info. The Intermediate UE-to-Network Relay(s) determines the PC5 QoS parameters for the corresponding downstream next hop PC5 link. Both E2E PC5 QoS and next-hop QoS are included in the message. For Remote UE initiated QoS flows, the Remote UE first sends the E2E QoS parameters to the U2N Relay, then the U2N Relay decides the next-hop QoS.
The discovery messages proposed in Sol#1 is simpler as only the User Info IDs of Root Relay and Discoverer/Discoveree are included. The methods proposed in Sol#1 in terms of routing and link management cannot be applied to UE-to-UE as the User Info ID of End UEs are protected from UE-to-UE Relays. It may affect consistency between KI#1 and KI#2 and make the normative work complicated. In addition, Sol#1 does not avoid loop of the solicitation message, when the Intermediate Relay needs to forward the Relay Discovery Solicitation message. And each Intermediate U2N Relay needs to pre-establish a PC5 Link with its parent Intermediate U2N Relay or UE-to-Network Relay, before it can serve Remote UE. It is inefficient for such blindly establishing PC5 connections since each Relay does not know when Remote UE comes.

-	Sol#2 proposes the hop-limit is assumed to be a configurable parameter which can be set by the operator during the ProSe policy/parameter provisioning procedure. For discovery procedure, when the Intermediate Relay forwards the Solicitation or Announcement message, it includes its own User Info ID in the message and does not modify the Discoverer Info. To minimize the number of propagated Solicitation/Announcement messages, the Intermediate Relay may decide not to forward the message if the received multi-hop counter is larger than the previous received smallest one.
- Configuration/Decision of hop-limit: configurable by operator, based on RSC for Model A; based on RSC and/or End-to-End QoS requirements for Model B.
- Controlling hops of messages: “hop count” IE is included in the messages.
- Routing Info: an (ordered) list of User Info ID of Intermediate Relays.
- Avoiding loop: The Intermediate Relay forwards the message unless its own User Info ID is included in the routing info in the message.
- Link management: a list of User Info ID of Intermediate Relays is included in the DCR message. An (optional) path ID is included in both DCR and DCA message. The path ID is used for routing for DCA, Intermediate Relay can store the path ID and the User Info ID of next hop for each direction respectively..
- IP address/prefix management for Layer-3 UE-to-Network Relay: UE-to-Network Relay allocates IP address for Remote UE via Intermediate Relays. Or UE-to-Network Relay and each Intermediate Relay assign IP address for the next hop, which may require further enhancement for uplink routing.
- QoS handling: The Intermediate Relay at each hop can determine the per-hop QoS or cumulative QoS.(e.g. cumulative delay and/or hop-count), and QoS information may be attached in the multi-hop Communication Request / Link Modification Request to the next hop. The UE-to-NW Relay may consider the requested PC5 QoS info from the Remote UE and cumulative QoS info from Intermediate Relays when determine the PC5 QoS parameters for the PC5 QoS flow corresponding to the QoS flows of relaying PDU session for Remote UE. Each Intermediate Relay calculates the per hop QoS with the Remote UE or the Intermediate Relay at the next hop based on E2E QoS and the received calculated per-hop QoS(s) of Intermediate Relays at the earlier hops.

· Sol#4 is a MANET-based solution which mainly describes the principles for KI#2 but is also applicable for KI#1. Each of the UE-to-UE Relays discovers the UEs in proximity then share the info of End UEs to the MANET. A new info referred to as MANET Discovery Info is proposed, which contains the identity of UE-to-UE Relay, list of discovered User Info IDs (per RSC), Signalling Endpoint Address (IP address and port number) and optionally Security information. The proposed info may be a new MANET message or an IE in the MANET TC message. Both the proposed message and Direct Communication messages are propagated over the MANET network, the entire MANET behaves as a single ProSe UE-to-UE Relay, thus there is no impact on the End UEs. It is for FFS whether and how to coordinate MANET with the requirements of controlling hops, handling End-to-End PC5 QoS, establishing PC5 security, etc. 

-	Sol#7 proposes the decision of maximum number of hops could be based on QoS requirement and RSC. When the Intermediate Relay forwards the Solicitation or Announcement message, it includes its own User Info ID in the message. The “hop-limit” IE is included in the message as a const or TTL, while no “hop count” IE is included as the number of hops could be counted by the number of User Info IDs of Relays in the list. 
- Configuration/Decision of hop-limit: based on RSC for Model A; based on RSC and/or End-to-End QoS requirements for Model B.
- Controlling hops of messages: number of User Info IDs of Relays of the list included in the message.
- Routing Info: a list of User Info ID of Intermediate Relays.
- Avoiding loop: The Intermediate Relay forwards the message unless its own User Info ID is included in the routing info in the message.
- Link management: a list of User Info ID of Intermediate Relays is included in the DCR/LMR message for routing.
- IP address/prefix management for Layer-3 UE-to-Network Relay: UE-to-Network Relay allocates IP address for Remote UE and all Intermediate Relays according to the list of User Info ID of Relays. Or UE-to-Network Relay and each Intermediate Relay assign IP address for the next hop, which may require further enhancement for uplink routing.
- QoS handling: Each Intermediate Relay could split the received QoS into the QoS of last hop and the remaining QoS. 
Compared with Sol#1, Sol#7 needs to include list of Relays in the discovery messages while it does not need to include hop-count. Sol#7 does not need to pre-establish PC5 links between Intermediate Relays when there is no Remote UE that needs to connect to network. Compared with Sol#2, Sol#7 does not include path ID or hop-count in discovery messages. The methods in Sol#7 are similar with Sol#5 and Sol#6 of KI#2.

-	Sol#8 is based on Sol#3 of KI#2 with additional features in terms of UE-to-Network Relay discovery and routing.
- Both Remote UE and UE-to-Network Relay act as End UE to connect to the MANET cloud, which is consist of Intermediate Relays per RSC. 
- The Remote UE establish an IPSec tunnel with the UE-to-Network Relay using IKEv2 signaling. The IP routing for the services in Remote UE is based on the tunnel.
It is FFS whether and how QoS can be supported between Remote UE and the UE-to-Network Relay in Sol#8. 
The MANET-based solutions (Sol#4 and Sol#8) avoid discussing the issues like multi-hop path selection and IP routing in 3GPP, which makes the solution simpler. However, there are still many issues to be solved before PC5 could work with MANET protocols. Especially the security, the QoS, hop-limit from End UE, etc. These issues may further require co-work with IETF and introduce additional complexity to 3GPP.

In conclusion, the main features of the solutions for KI#1 can be categorized as.in Table 7.x-1
Table 7.x-1 Features Categorization
	Feature
	Pros
	Cons

	Deciding hop-limit for discovery
	Per RSC
	No hop-limit IE required in the messages
	Inflexible when multiple services associated with same RSC have different QoS requirement

	
	Based on QoS requirement
	More flexible
	Hop-limit is required in the messages (as const or TTL)

	Whether and how to select path
	Select Root Relay only
	Less message overhead
	More overhead on the Intermediate relays for discovery, KI#1 only, similar method is hard to be applied to KI#2

	
	Select path by an (ordered) list of Relays
	Applicable UE-to-Network and UE-to-UE, could be used for avoiding loop
	More discovery message overhead

	How to count transmitted hops of broadcast messages
	A "hop count" IE
	Saves the "hop-limit" IE when provisioned per RSC hop-limit
	Redundant if list of Relays already included

	
	Number of User Info IDs in the list of Relays
	Saves the "hop count" IE
	May require the "hop-limit" IE if per RSC hop-limit is not provisioned

	How to avoid broadcast storm
	Based on "hop count"
	Shorter message
	More messages, not avoiding loops

	
	Based on list of Relays
	Avoids loops
	Longer message

	How to perform link management
	Per hop
	Less message overhead
	KI#1 only, similar method cannot be applied to KI#2

	
	Based on path selection
(ordered list of Relays)
	Avoid broadcasting DCR message between UE-to-UE Relays
	More link management message overhead

	IP assignment
	Centralized
(including tunnel)
	Simpler uplink routing
	Avoiding conflict is required

	
	Distributed
	Simpler IP allocation
	Enhanced Uplink routing is required

	PC5 QoS handling
	Split remaining QoS per hop
	Less message overhead as only "remaining QoS" is included in DCR/LMR
	Remote UE/Relay may need additional "accumulated QoS" IE to know whether entire "remaining QoS" is accepted.

	
	Decide per hop QoS based on End-to-End QoS
	Simpler logic for Relay
	If equally split, channel conditions may not match.

	MANET cloud consists of Intermediate Relays
	Simpler discovery and IP routing for 3GPP
	Issues on PC5 QoS, security, hop-limit are for FFS



* * * * Next change * * * * (all new text)
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The following principles are concluded for the normative work of KI#1: 
The support of multi-hop UE-to-Network is based on the extension of R18 methods as described in TS 23.304. A new kind of Relay, the Intermediate Relay, is defined as the Relay between the Remote UE and UE-to-Network Relay.
-	For 5G ProSe multi-hop UE-to-Network Relay Discovery, both Model A and Model B are supported.
-	The maximum number of hops for discovery could be decided per RSC, may be decided based on QoS requirements, following the policy from network.
-	Accumulated QoS for PC5 link IE may be added in discovery messages.
-	Intermediate UE-to-Network Relay includes its own User Info ID when relaying the discovery message. 
-	Remote UE selects both the UE-to-Network Relay and the path to reach the UE-to-Network Relay.
-	To perform link management, the DCR message is unicasted between Relays according to the path information included in the message. The path information is an (ordered) list User Info ID of Relays in the selected path. Remote UE sends the selected path information to the Intermediate UE-to-Network Relay for communication setup.
-	UE-to-Network Relay allocates IP address/prefix, the Intermediate Relay may act as DHCP proxy or may relay IP allocation message (e.g. Router Solicitation, Advertisement).
-	The End-to-End QoS is handled hop-by-hop, UE-to-Network Relay and/or Intermediate Relay decides the QoS of adjacent PC5 hop and the remaining hops.
-	5G ProSe Multi-hop Layer-3 UE-to-Network Relay Communication with N3IWF support:
-	The 5G ProSe Layer-3 Remote UE connects to N3IWF over 5G ProSe Layer-3 Intermediate Relay and Layer-3 UE-to-Network Relay.
-	The 5G ProSe Layer-3 Intermediate Relay neither selects N3IWF nor connects to N3IWF.
-	Details about remote UE report, Additional discovery message handling can be determined in the normative phase.

* * * * End of changes * * * *
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